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Abstract

Brain stroke is a major cause of mortality and disability in recent decades. Carotid

atherosclerosis is considered an important contributor to the growing problem of brain stroke.

Carotid atherosclerosis resulted from an accumulation of fat, cholesterol, Calcium, and other

materials in arterial walls that create complex hemodynamics. Furthermore, elevated blood

viscosity is associated with atherosclerosis and its growth. Hence, increased blood viscosity is

also an independent risk factor for atherosclerotic diseases. Though conventional ultrasound

techniques used for flow estimation due to the real time scanning capability, still there are

scopes to enhance the image quality. Moreover, atherosclerosis related viscosity changes

effects are not considered in conventional techniques. The knowledge of the carotid artery

hemodynamics resulted due to atherosclerosis with different level of blood viscosity can

provide more information on artery stenosis and symptoms, and the risk of stroke. Therefore,

improvement in flow imaging has great clinical importance to understand the origin and

evolution of disease. Investigation and detection of viscosity change and its effect might be

helpful for better diagnosis of carotid atherosclerosis, which is a major emphasis of this thesis.

In this simulation work, hemo-disturbances have been investigated in realistic normal and

atherosclerotic carotid using finite element method (FEM) based computational fluid

dynamics (CFD) under different viscosities consideration. The computed data has been used to

simulate color flow image of blood velocities using ultrasound radio frequency (RF) signals to

considering ultrasound potentiality in atherosclerosis diagnosis. The ultrasound simulated flow

characteristics have been compared with FEM computed flow behavior and found a good

agreement between them. It has been observed that the blood velocities increase noticeably in

carotid atherosclerotic growths whereas velocities are almost uniform in the normal carotid.

The severity stages of the models have been examined quantitatively. It is also found that

viscosity induced contrast is not negligible and importantly, it is detectable from multiple steps

ultrasound flow images. The findings of this study suggest that ultrasound based blood flow

image can detect the viscosity change effect related to atherosclerosis growth. So,

incorporation of the viscosity changes contrast can enhance the quality of ultrasound flow

image. It is expected that the outcomes of this thesis work might be useful to diagnosis the

present conditions and predict the future progressions of carotid atherosclerosis to minimize

the risk of stroke.
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CHAPTER I

Introduction

1.1 Introduction

The number of stroke deaths is expected to increase from 5.7 million in 2005 to 7.8 million in

2030 according to the comprehensive World Health Organization data which contains

information on the vast majority (72%) of the world’s population. Mortality rates increasing

from 89 to 98 per 100,000 over the same period due to the aging population, poor diet,

physical inactivity and tobacco use [1]. Atherosclerosis – a degenerative, progressive disease

characterized by the formation of atheroma or plaques composed of lipid accumulation,

inflammatory cells and fibrous elements in the carotid artery – is considered the “single most

important contributor to the growing burden of stroke” [2]. Stroke is the third highest cause of

death in the USA, behind heart disease and cancer, and places a huge cost on the health care

system with an estimate of $74billion in 2010 [3]. Stroke related diseases have become

increasingly widespread in Bangladesh also [4]. Gaining a better understanding of the causes

of stroke has the potential to save lives and significantly reduce the burden on the health care

system. A noninvasive way of monitoring the cardiovascular blood flow velocity will help

clinicians assessing the cardiovascular system and that could prevent imminent stroke.

Ultrasound based blood flow imaging might be a promising methods to investigate the

condition of arteries due to its real time scanning capability, low cost and ubiquitousness.

1.2 Background Information

The cardiovascular diseases represent risks to the human health and its pathologies can lead to

the death of the patient. The early diagnostic of these pathologies is important to avoid clinical

cases such as atherosclerosis, aneurysm, thrombosis etc. In fact, the cardiovascular diseases

harm the heart and vascular system functions increasing the risk of heart attacks and brain

stroke. One of the main cardiovascular diseases is the atherosclerosis, which results from an

accumulation of lipids and other materials in arterial walls, and can cause a focal luminal

narrowing as well as loss of elasticity in the arteries. This disease often leads to heart attack

and brain stroke, leading causes of death in the industrial world [5]-[7]. Atherosclerosis
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appears to preferentially originate in disturbed flow fields. Efficient imaging of these disturbed

flow fields may help in improving preliminary diagnosis of arterial disease, as well as

contribute to the understanding of the origin and progression of cardiovascular disease.

Blood viscosity is the thickness and stickiness of blood. It is a direct measure of the ability of

blood to flow through the vessels. It is the critical biophysical parameter that determines how

much friction the blood causes against the vessels; how hard the heart has to work to pump

blood; and how much oxygen is delivered to organs and tissues. Whole blood is a non-

Newtonian fluid, and its viscosity changes with its velocity. It is noticeable that blood at

diastole usually 5 to 20 times as viscous as the same blood at systole [8]. Blood viscosity is an

important factor, which is related to the atherosclerosis. Recent studies show that, blood

viscosity is increased in men with carotid atherosclerosis. Blood viscosity is important because

high blood viscosity creates low shear stress where the fatty deposits occur. This means that in

between heart beats the blood thickens and swirls around, causing eddies and turbulence.

Turbulent blood flow progressively damages the cells that line the arteries. As a result plaque

tends to deposit most heavily in the low shear regions of the arteries where atherosclerosis

grows up. This result blood flow is further impeded, leading to more turbulence and more

plaque deposition. When the plaque deposition reaches a critical stage, it becomes a major

cause of cardiovascular diseases such as heart attacks and stroke [9]. Blood viscosity also

affects blood pressure. Elevated blood pressure is a major risk factor for developing

atherosclerosis and becomes a stronger risk factor after age 45 [10]. Elevated blood viscosity

increases peripheral resistance. Blood pressure must increase to maintain cardiac output when

there increased resistance due to hyper-viscous blood. Increased blood pressure then damages

arteries further and increases the risk of stroke and heart attack. The effects of blood viscosity,

taken together with an understanding of the dynamics of blood flow in artery, explain why it is

that atherosclerotic plaques are found only in specific locations in the body.

Carotid artery atherosclerosis and its relationship to stroke have clinically been an area of

considerable research focus due to the devastating effects of artery to artery emboli and the

potential for diagnostic and therapeutic advances. Indeed, the accessibility beneath the skin of

the neck of this source of stroke to noninvasive study has allowed the opportunity for far

greater understanding of the pathophysiology of stroke disease processes.
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Ultrasound techniques have gained widespread applications in clinical diagnosis for its low

cost, fast scan and portable facilities. Ultrasonic imaging techniques are the subject of intense

research activity and the capabilities of new approaches to provide novel information of

considerable actual and potential clinical value are highly attractive. In traditional ultrasonic

imaging, the signals which form the image are basically owing to reflection and scattering of

ultrasound where there are differences in the characteristic impedances of the media being

imaged. Medical ultrasound scanners can be used for both displaying gray-scale images of the

anatomy and for visualizing the blood flow dynamically in the body. The systems can

interrogate the flow at a single position in the body and there find the velocity distribution

over time. Color Doppler ultrasound is inexpensive, widely accessible, fast and safe, and

provides real-time images of endovascular structure; also measuring techniques have

improved to provide accurate information on the flow fields. Today’s ultrafast ultrasound

blood imaging technique provides more intuitive and characteristic representation of flow and

also gives better quantification of fast transitory cardiac events.

1.3 Motivation

From the information given in the previous section it can be concluded that, stroke are most

often caused by carotid artery atherosclerosis that creates hemo-disturbances. As the disease

progresses the visco-elastic properties of the artery wall also changes. The knowledge of

carotid hemodynamics resulted due to atherosclerosis can clarify the relationship between

artery stenosis that create disturb flow fields and symptoms, and, finally, the risk of stroke.

Carotid atherosclerosis can therefore be diagnosed from the information of blood flow

disturbance (hemodynamics). Hence efficient imaging of this disturbed flow field can help us

in diagnosing arterial disease in an early stage and give us proper direction to understanding of

atherosclerosis and progression of this cardiovascular disease. In several studies, researcher

suggested blood flow model using the fluid dynamics concept to analyze the mechanical

behavior of the blood vessels. These models are useful to investigate the vessels condition and

flow information using image or measurement data directly or inversely [11]-[15]. Some

studies used the CFD data to construct the ultrasound based velocity images using pulsed-

wave (PW) Doppler technique or color flow imaging (CFI) for blood flow analysis [16]. But,

still there are scopes to improve the image quality of the flow which is important for effective
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diagnosis of atherosclerosis. Furthermore, incorporation of blood viscosity related information

can enhance the quality of ultrasound based blood velocity images. As, elevated blood

viscosity is associated with atherosclerosis and its growth, the knowledge of the arterial

hemodynamics resulted due to atherosclerosis with different levels of blood viscosity can

elucidate the relationship between artery stenosis and symptoms, and, finally, the risk of

stroke. So we can introduce viscosity related information for better understanding about the

condition of artery.

1.4 Challenges

In this work, we have focused on carotid arteries due to the complexity of the local flow field,

their susceptibility to atherosclerosis, and because the location is easily accessible with

ultrasound. Direct investigation requires physical subjects and instruments with raw data

accessing facilities, which are very difficult, bigger and lengthy tasks. Simulation study with

realistic consideration is a possible and comfy alternative, which are a common practice in

such cases.

Computational fluid dynamics (CFD) models have become very effective tools for predicting

the flow field within the vessels, and for proper understanding the relationship between local

hemodynamics, and the initiation and progression of vascular wall pathologies. Realistic flow

fields can be obtained with computational fluid dynamics (CFD), which solves the non-linear

equations for conservation of mass and momentum in a discretized form. Modeling a proper

realistic flow field is very difficult. Therefore, effective modeling and rigorous analysis is

challenging to obtain a better understanding of diagnostic and functional aspects of the blood

flow.

In ultrasound color flow imaging (CFI), different correlation algorithm such as auto or cross-

correlation is used for velocity measurement. An efficient correlation algorithm is very

demanding for developing a better quality ultrasound velocity image to accurately understand

the progression of diseases. As speckle noise is very common in ultrasound signals effective

filtering is also necessary. Therefore, reconstruction and post-processing tasks for a better

quality ultrasound velocity image is also challenging.
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1.5 Objectives

The main objective of this thesis was to investigate carotid atherosclerosis ultrasound images

using computational model of blood flow through carotid artery. Since various factors have to

be considered for effective analysis, the objective divided into following step-by-step

approaches:

i) Effective modeling of the realistic carotid artery with the stenosis to mimic

atherosclerosis as described before.

ii) Simulation of blood flow using computational hemodynamics and compute

displacement data under realistic boundary constraints.

iii) Generation of ultrasound RF signals using the data obtained from computational

hemodynamics through finite element analysis.

iv) Ultrasound blood flow image simulation using simulated RF signals.

v) Investigation of obtained images in qualitative and quantitative way.

1.6 Thesis Outline

Chapter 2 describes a basic knowledge about carotid atherosclerosis and its growth and its

relation to blood viscosity.

Chapter 3 contains a basic knowledge about hemodynamics and computational Fluid

dynamics, how it can be applied in more accurate blood flow modeling, finite element method

(FEM) and different types of blood flow.

Chapter 4 presents a brief introduction on ultrasound imaging and a details discussion on

ultrasound based flow estimation techniques.

Chapter 5 describes the methodology used in this simulation study. Both CFD based

simulation method and ultrasound based simulation method for computing blood flow images

are explained rigorously in this chapter.

Chapter 6 presents an analysis on the resultant simulation images, their comparison, and a

discussion on the obtained results accordingly.

Chapter 7 mentions some of the important findings, limitations and future possibilities of this

work.
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CHAPTER II

Introduction to Carotid Atherosclerosis

2.1  Introduction

Carotid artery atherosclerosis is a particular presentation of the larger systemic disease of

atherosclerosis which affects many organs. Carotid atherosclerosis is a major public health

problem, which is expected to increase in future years as our population ages at an accelerated

pace. This chapter examines the relationship between the structural stability of carotid

atherosclerotic plaque forming at the bifurcation of the common, internal/external carotids and

the symptomatology of such lesions. The theory behind the formation of carotid

atherosclerosis in human body and its growth is then described. Finally, the relationship

between blood viscosity and carotid atherosclerosis and its growth is discussed.

2.2 Human Circularity System

Human circularity system is responsible for carrying oxygen and nourishment to organs and

disposing the waste products resulting from metabolism. Figure 2.1 shows the human blood

circulation system. It consists of:

 Heart: Which is responsible for pumping action of blood into aorta.

 Blood: which is made of two parts:

- Plasma: which makes up 55 percent of blood volume.

- Formed cellular elements (red and white blood cells, and platelets) which

combine to make the remaining 45 percent of blood volume.

 Blood vessels: The blood vessels are the part of the cardiovascular system that

transports blood throughout the body. There are three major types of blood vessels

- Arteries: the function of the arteries is to transport blood under high pressure

to the tissues, therefore, the arteries have strong vascular walls, and blood flows

at a high velocity in the arteries.

- Capillaries: which enable the actual exchange of water and chemicals between

the blood and the tissues. To have this role, the capillary walls are very thin.
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- Veins: which carry blood from the capillaries back toward the heart, they are

a major reservoir of extra blood. The pressure in the venous system is very low,

therefore venous walls are thin.

Figure 2.1 Blood circulation system [17].

2.3 Basics of Carotid Atherosclerosis

Atherosclerosis is an inflammatory disease in which plaque builds up inside our arteries.

Arteries are blood vessels that carry oxygen-rich blood to our heart and other parts of our

body. Atherosclerotic plaques are consisting of necrotic cores, calcified regions, accumulated

modified lipids, inflamed smooth muscle cells (SMCs), endothelial cells (ECs), leukocytes,

and foam cells [18]. These features of atherosclerotic plaques illustrate that atherosclerosis is a

complex disease, and many components of the vascular, metabolic, and immune systems are

involved in this process. Although low-density lipoprotein (LDL) remains the most important

risk factor for atherosclerosis, immune and inflammatory mechanisms of atherosclerosis have
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gained tremendous interest in the past 20 years [18]-[20]. Over time, plaque hardens and

narrows our arteries. This limits the flow of oxygen-rich blood to our organs and other parts of

our body. The lesions of atherosclerosis occur principally in large and medium-sized elastic

and muscular arteries and can lead to ischemia of the heart, brain, or extremities, resulting in

infarction. They may be present throughout a person’s lifetime. In fact, the earliest type of

lesion, the so-called fatty streak, which is common in infants and young children, [21] is a

pure inflammatory lesion, consisting only of monocyte-derived macrophages and lymphocytes

[22]. In persons with hypercholesterolemia, the influx of these cells is preceded by the

extracellular deposition of amorphous and membranous lipids [21], [23].

There are two common carotid arteries, one on each side of our neck. They each divide into

internal and external carotid arteries. The internal carotid arteries supply oxygen-rich blood to

our brain. The external carotid arteries supply oxygen-rich blood to our face, scalp, and neck.

Carotid atherosclerosis is serious because it can cause a stroke, also called a “brain stroke.” A

stroke occurs if blood flow to our brain is cut off. If blood flow is cut off for more than a few

minutes, the cells in our brain start to die. This impairs the parts of the body that the brain cells

control. A stroke can cause lasting brain damage; long-term disability, such as vision or

speech problems or paralysis (an inability to move); or death [24].

Figure 2.2 A shows the location of the right carotid artery in the head and neck, B shows the

inside of a normal carotid artery that has normal blood flow, and C shows the inside of a

carotid artery that has plaque buildup and reduced blood flow [18].
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2.4 Causes and Promotion of Atherosclerosis

Numerous pathophysiologic observations in humans and animals led to the formulation of the

response-to-injury hypothesis of atherosclerosis, which initially proposed that endothelial

denudation was the first step in atherosclerosis [25]. The most recent version of this

hypothesis emphasizes endothelial dysfunction rather than denudation. Whichever process is

at work, each characteristic lesion of atherosclerosis represents a different stage in a chronic

inflammatory process in the artery. If this characteristic lesion of atherosclerosis is unabated

and excessive, this process will result in an advanced, complicated lesion. Possible causes of

endothelial dysfunction leading to atherosclerosis include elevated and modified LDL. This

elevated and modified LDL is caused by cigarette smoking, hypertension, and diabetes

mellitus; genetic alterations; elevated plasma homocysteine concentrations; infectious

microorganisms such as herpesviruses or Chlamydia pneumoniae; and combinations of these

or other factors. Regardless of the cause of endothelial dysfunction, atherosclerosis is a highly

characteristic response of particular arteries [25]-[29]. The endothelial dysfunction that results

from the injury leads to compensatory responses that alter the normal homeostatic properties

of the endothelium. Thus, the different forms of injury increase the adhesiveness of the

endothelium with respect to leukocytes or platelets, as well as its permeability. The injury also

induces the endothelium to have procoagulant instead of anticoagulant properties and to form

vasoactive molecules, cytokines, and growth factors. If the inflammatory response does not

effectively neutralize or remove the offending agents, it can continue indefinitely. In doing so,

the inflammatory response stimulates migration and proliferation of smooth-muscle cells that

become intermixed with the area of inflammation to form an intermediate lesion. If these

responses continue unabated, they can thicken the artery wall. This compensates by gradual

dilation, so that up to a point, the lumen remains unaltered, [30] a phenomenon termed

“remodeling.” As for the inflammatory cells, granulocytes are rarely present during any phase

of atherogenesis [31]. Instead, the response is mediated by monocyte-derived macrophages

and specific subtypes of T lymphocytes at every stage of the disease [32], [33]. Continued

inflammation results in increased numbers of macrophages and lymphocytes, which both

emigrates from the blood and multiply within the lesion. Activation of these cells leads to the

release of hydrolytic enzymes, cytokines, chemokines, and growth factors [34], [35]. This can

induce further damage and eventually lead to focal necrosis [36]. Thus, cycles of accumulation
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of mononuclear cells, migration and proliferation of smooth-muscle cells and formation of

fibrous tissue lead to further enlargement and restructuring of the lesion, so that it becomes

covered by a fibrous cap. This overlies a core of lipid and necrotic tissue, a so-called

advanced, complicated lesion. At some point, the artery can no longer compensate by dilation.

This point the lesion may then intrude into the lumen and alter the flow of blood.

Figure 2.3 Endothelial Dysfunction in Atherosclerosis [18].

The earliest changes that precede the formation of lesions of atherosclerosis take place in the

endothelium that shown in Fig. 2.3. These changes include increased endothelial

permeability to lipoproteins and other plasma constituents. This are mediated by nitric

oxide, prostacyclin, platelet-derived growth factor, angiotensin II, and endothelin. This is

also mediated by up-regulation of leukocyte adhesion molecules, including L-selectin,

integrins, and platelet–endothelial-cell adhesion molecule 1. This also includes the up-

regulation of endothelial adhesion molecules, which include E-selectin, P-selectin,

intercellular adhesion molecule 1, and vascular-cell adhesion molecule1. The migration of

leukocytes into the artery wall is mediated by oxidized low-density lipoprotein, monocyte

chemotactic protein 1, interleukin-8, platelet-derived growth factor, macrophage colony-

stimulating factor, and osteopontin.
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Figure 2.4 Fatty-Streak Formation in Atherosclerosis [18].

Fatty streak is formed in the artery that is the cause of further promotion of atherosclerosis,

which shown in Fig. 2.4. Fatty streaks initially consist of lipid-laden monocytes and

macrophages (foam cells) together with T lymphocytes. Later they are joined by various

numbers of smooth-muscle cells. The steps involved in this process include smooth-muscle

migration, which is stimulated by platelet-derived growth factor, fibroblast growth factor 2,

and transforming growth factor β. T-cell activation is mediated by tumor necrosis factor α,

interleukin-2, and granulocyte–macrophage colony-stimulating factor. The foam cell

formation is mediated by oxidized low-density lipoprotein, macrophage colony-stimulating

factor, tumor necrosis factor α, and interleukin-1. The platelet adherence and aggregation are

stimulated by integrins, P- selectin, fibrin, thromboxane A2, tissue factor, and the factors

described in Fig. 2.3 as responsible for the adherence and migration of leukocytes.

Figure 2.5 Formation of an Advanced Complicated Lesion of Atherosclerosis [18].
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As fatty streaks progress to intermediate and advanced lesions, they tend to form a fibrous

cap that walls off the lesion from the lumen. This formation of fibrous cap is shown in Fig.

2.5. This represents a type of healing or fibrous response to the injury. The fibrous cap

covers a mixture of leukocytes, lipid, and debris, which may form a necrotic core. These

lesions expand at their shoulders by means of continued leukocyte adhesion and entry

caused by the same factors as those listed in Fig. 2.3 and Fig. 2.4. The principal factors

associated with macrophage accumulation include macrophage colony-stimulating factor,

monocyte-chemotactic protein 1, and oxidized low-density lipoprotein. The necrotic core

represents the results of apoptosis and necrosis, increased proteolytic activity, and lipid

accumulation. The fibrous cap is forming as a result of increased activity of platelet-derived

growth factor, transforming growth factor β, interleukin-1, tumor necrosis factor α, and

osteopontin and of decreased connective-tissue degradation.

Figure 2.6 Unstable Fibrous Plaques in Atherosclerosis [18].

Rupture of the fibrous cap or ulceration of the fibrous plaque can rapidly lead to thrombosis

and usually occurs at sites of thinning of the fibrous cap that covers the advanced lesion which

shown in Fig. 2.6. Thinning of the fibrous cap is apparently due to the continuing influx and

activation of macrophages, which release metalloproteinases and other proteolytic enzymes at

these sites. These enzymes cause degradation of the matrix, which can lead to hemorrhage

from the vasa vasorum or from the lumen of the artery and can result in thrombus formation

and occlusion of the artery.
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Artery diameter reduction due to progression of atherosclerosis is shown in Table 2.1 [37].

The comparison of Intima Media Thickness (IMT) between healthy patients and

atherosclerotic patients is shown in Table 2.2 [37]. Different stenosis level is defined in Table

2.3 [37]. The blood velocity variations due to different stenosis level are shown in Table 2.4

[37].

Table 2.1 Progression of atherosclerosis

Degree of Atherosclerosis (%) Artery Diameter Reduction (%)

Normal None

<50 <50

50-59  50

 70 but less than near
occlusion

 50

Near occlusion Visible

Total occlusion Visible, no detectable lumen

Table 2.2 Comparison of IMT between healthy patients and atherosclerotic patients

Intima Media Thickness (IMT) - mm (mean) Females Males

CCA ICA CCA ICA

Healthy Patients 0.96 1.35 1.04 1.57

Patients with Atherosclerosis Disease 1.00 1.56 1.10 1.87

Table 2.3 Definition of stenosis level

Stenosis Level Percentage of Atherosclerotic Stenosis (%)

Mild < 50

Moderate 50-69

Severe 70-95

Critical 95-99

Obstruction 100
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Table 2.4 Variation of blood velocity due to different stenosis

2.5 Relationship between Viscosity and Carotid Atherosclerosis

Blood viscosity is a measure of the thickness of blood. The thinner the blood, the less it resists

flow, moving smoothly throughout the body. Increased blood viscosity is the only biological

parameter that has been linked with all of the other major cardiovascular risk factors,

including high blood pressure, elevated LDL cholesterol, low HDL, type-II diabetes,

metabolic syndrome, obesity, smoking, age, and male gender. Whole blood is a non-

Newtonian fluid, which means that its viscosity depends on shear rate. At low shear, blood

cells aggregate, which induces a sharp increase in viscosity, whereas at higher shear blood

cells disaggregate, deform and align in the direction of flow [38].

Atherosclerosis is now considered a chronic inflammatory disease [39], [40] and the

determination of 'acute-phase' proteins has improved short- and long-term cardiovascular risk

assessment in individuals with known coronary disease [41] and in apparently healthy

populations [42]. A common characteristic of most 'acute-phase' proteins is that they increase

red blood cell (RBC) aggregation [43] and hence RBC aggregation has been used for many

years as a marker of systemic inflammation [44], [45]. Because increased RBC aggregation

raises whole blood viscosity, particularly at low shear rate, whole blood viscosity is generally

found to be increased in patients with atherosclerosis [46]. Levels of whole blood and plasma

Degree of Stenosis ICA  mean

velocity

(cm/sec)

ICA/CCA

velocity

ratio

Normal < 125 < 2.0

Moderate 125-230 2.0-4.0

Severe > 230 > 4.0

Critical High, Low or

Undetectable

Variable

Obstruction Undetectable Not applicable

Internal Carotid Artery- ICA; Common Carotid Artery- CCA
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viscosity predict future cardiovascular events, both short [47] and long term, [48] confirming

the linkage between viscosity and the level of 'acute-phase' proteins. Blood viscosity itself has

been proposed to play a pathophysiological role in atherogenesis [49]-[51].

At the sites of severe atherosclerotic obstructions or at vasospastic locations, when change of

vessel diameter is limited, blood viscosity contributes to stenotic resistance thereby

jeopardising tissue perfusion. However, blood viscosity plays its most important role in the

microcirculation where it contributes significantly to peripheral resistance and may cause

sludging in the post capillary venules. Apart from the direct hemodynamic significance, an

increase in blood viscosity is also associated with increased thrombotic risk, as has been

demonstrated in atrial fibrillation. Furthermore, as increased red blood cell aggregation is a

reflection of inflammation, hyperviscosity has been shown to be a marker of inflammatory

activity. That means hyperviscosity is the root cause of the pre-inflammatory injury that

triggers endothelial dysfunction and sets in motion a cascade of events that result in the

hardening and thickening of arterial walls. So, the blood viscosity is proportionally related to

the carotid atherosclerosis.

2.6 Summary

This chapter has presented knowledge about human circulatory system and an overview of

carotid atherosclerosis and the biological phenomena behind the cause and promotion of

atherosclerosis. We have also known about the relationship between blood viscosity and

carotid atherosclerosis and its growth.



18

Chapter III
Basics of Hemodynamics

Chapter Outlines
 Introduction

 Definition of Hemodynamics

 Types of Blood Flow

 Blood Flow Physics

 Computational Fluid Dynamics (CFD)

 Finite Element Method

 Summary



19

CHAPTER III

Basics of Hemodynamics

3.1 Introduction

Hemodynamics is the analysis of blood flow and the factors which can influence it. In clinical

settings, hemodynamics is a very important part of patient assessment, because a healthy flow

of blood throughout the body is critical to a patient's well being. A significant majority of all

cardiovascular diseases and disorders like stroke and heart attack is related to systemic

hemodynamic dysfunction. A number of factors can play a role in how well the blood travels

the body, and one of the goals of clinical treatment is to make a patient hemodynamically

stable, or to keep a patient hemodynamically stable if his or her blood flow has not been

compromised. This chapter will discuss the concept of hemodynamics, physics of blood flow

and blood pressure. This chapter will explain different types of blood flow also. Here we will

know about the concept of computational fluid dynamics (CFD) and finite element method

(FEM).

3.2 Definition of Hemodynamics

Blood is a suspension of cells in fluid called plasma. Blood cells occupy around 50% in

volume of whole blood while plasma consists of water (92% by volume), proteins, glucose,

mineral ions, hormones, carbon dioxide. Blood cells are composed of erythrocytes (RBCs),

leukocytes (also called white blood cells or WBCs) and thrombocytes (PLTs). RBCs are the

most abundant cells in blood and contain the hemoglobin protein which binds to oxygen and

allows for its transport throughout the body. Plasma behaves as a Newtonian fluid but whole

blood shows a remarkable non-Newtonian behavior consisting of shear-thinning, thixotropy

and viscoelasticity [52], [53]. RBC-RBC interactions and RBC-protein interactions are the

primary cause of the non-Newtonian behavior: the aggregation and disaggregation of RBCs

and their deformation dictate the value of viscosity [54], [55]. A fluid is Newtonian only if the

tensors that describe the viscous stress and the strain rate are related by a constant viscosity

tensor that does not depend on the stress state and velocity of the flow. In a Newtonian fluid,

the relation between the shear stress and the shear rate is linear, passing through the origin, the
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constant of proportionality being the coefficient of viscosity. Fluids which do not obey the

Newton's law of viscosity are called as non-Newtonian fluids. In reality most fluids are non-

Newtonian, which means that their viscosity is dependent on shear rate or the deformation

history. In contrast to Newtonian fluids, non-Newtonian fluids display either a non-linear

relation between shear stress and shear rate, have a yield stress, or viscosity that is dependent

on time or deformation history (or a combination of all the above). In a non-Newtonian fluid,

the relation between the shear stress and the shear rate is different and can even be time-

dependent. Therefore, a constant coefficient of viscosity cannot be defined.

Hemodynamics (hemo + dynamics) is the fluid dynamics of blood flow. It is an important part

of cardiovascular physiology dealing with the forces the pump (the heart) has to develop to

circulate blood through the cardiovascular system. Adequate blood circulation (blood flow) is

necessary for adequate supply of oxygen to all tissues, which, in return, is synonymous with

cardiovascular health, survival of surgical patients, longevity and quality of life. To an outside

observer these hemodynamic forces demonstrate themselves as blood pressure and blood flow

paired values at different nodes of the cardiovascular system. We will concentrate on systemic

hemodynamics - the blood pressure and blood flow at the output of the left heart. A significant

majority of all cardiovascular diseases and disorders like stroke and heart attack is related to

systemic hemodynamic dysfunction. Hemodynamic response continuously monitors and

adjusts to conditions in the body and its environment. Thus hemodynamics explains the

physical laws that govern the flow of blood in the blood vessels. The relationships can be

challenging because blood vessels are complex, with many ways for blood to enter and exit

under changing conditions.

3.3 Types of Blood Flow

This section will give a brief overview of several important flow patterns.

In fluid mechanics, incompressible flow refers to a flow in which the material density is

constant within a fluid parcel, an infinitesimal volume that moves with the flow velocity. An

equivalent statement that implies incompressibility is that the divergence of the flow velocity

is zero. Compressible flow (gas dynamics) is the branch of fluid mechanics that deals with

flows having significant changes in fluid density. Gases, but not liquids, display such



21

behavior. That means the density is a non-constant function of the pressure, the temperature,

phase, composition, etc. Therefore, blood is considered as incompressible fluid.

Laminar flow is the normal condition for blood flow throughout most of the circulatory

system. It is characterized by concentric layers of blood moving in parallel down the length of

a blood vessel. The highest velocity (Vmax) is found in the center of the vessel. The lowest

velocity (V=0) is found along the vessel wall. The flow profile is parabolic once laminar flow

is fully developed. This occurs in long, straight blood vessels, under steady flow conditions.

One practical implication of parabolic, laminar flow is that when flow velocity is measured

using a Doppler flowmeter, the velocity value represents the average velocity of a cross-

section of the vessel, not the maximal velocity found in the center of the flow stream. The

orderly movement of adjacent layers of blood flow through a vessel helps to reduce energy

losses in the flowing blood by minimizing viscous interactions between the adjacent layers of

blood and the wall of the blood vessel. Disruption of laminar flow leads to turbulence and

increased energy losses. Laminar and Turbulent flows can be characterized and quantified

using Reynolds Number (Re). The equation for Reynolds number is:


..DvRe  (3.1)

Where v = mean velocity, D = vessel diameter, ρ = blood density, and η = blood viscosity

Reynolds Number is directly proportional to velocity and inversely proportional to viscosity.

The Reynolds Number for laminar flow is Re < 2000.

Though, generally blood flow is laminar in the body, under conditions of high flow,

particularly in the ascending aorta, laminar flow can be disrupted and become turbulent. When

this occurs, blood does not flow linearly and smoothly in adjacent layers, but instead the flow

can be described as being chaotic. Turbulent flow also occurs in large arteries at branch points,

in diseased and narrowed (stenotic) arteries and across stenotic heart valves. Turbulence

increases the energy required to drive blood flow because turbulence increases the loss of

energy in the form of friction, which generates heat. Turbulence does not begin to occur until

the velocity of flow becomes high enough that the flow lamina breaks apart. Therefore, as

blood flow velocity increases in a blood vessel or across a heart valve, there is not a gradual
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increase in turbulence. Instead, turbulence occurs when a critical Reynolds number (Re) is

exceeded. Reynolds number is a way to predict under ideal conditions when turbulence will

occur. The Reynolds Number for turbulent flow is Re > 4000.

The cardiovascular system of chordate animals is a very good example where pulsatile flow is

found. In fluid dynamics, a flow with periodic variations is known as pulsatile flow. The flow

in the human body is generated by the pulsatile action of the heart, and a pulsatile rather than

steady flow is encountered throughout the circulatory system. The velocity at a point in a

vessel is, therefore, dependent on time and experiences acceleration and deceleration. This

affects the velocity profile, which cannot be considered parabolic, even when a steady state of

pulsation is reached. Poiseuille’s law can be reformulated for pulsatile flow by assuming

linearity, i.e., that the flow pattern can be decomposed into sinusoidal components and then

added to obtain the velocity variation in time and space.

3.4 Blood Flow Physics

Blood flow, which is the quantity of blood that passes a given point in the circulation in a

given period of time through a blood vessel has complex flow pattern. It is determined by two

factors:

1. Pressure difference between two ends of the vessel, which is the force that pushes

the blood through the vessel

2. Vascular resistance.

The flow through the vessel can be calculated by Ohm's law:

R
PF 

 (3.2)

in which F is blood flow, P is the pressure difference (P1 -P2) between the two ends of the

vessel, and R is the resistance.

Pressure has a great effect on blood flow, because an increase in arterial pressure, not only

increases the force that pushes blood through the vessels but also swells the vessels at the

same time, which decreases vascular resistance. Thus, greater pressure increases the flow in

both of these ways [56].
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Navier-Stokes equations describe the mechanics of fluid flow. They state the dynamical

balance between the internal forces due to pressure and viscosity of the fluid and the

externally applied forces. Considering isothermal conditions the time dependent

incompressible blood flow is governed by the momentum and mass conservation equations,

the Navier-Stokes equations given as:

 
0.

./




u
fuudtdu 

(3.3)

where u and σ are the velocity and the stress fields, ρ the blood density and f the volume force

per unit mass of fluid.

This equation system can be solved for the velocity and the pressure given appropriate

boundary and initial conditions. These equations along with the conservation of energy

equation form a set of coupled, nonlinear partial differential equations. It is not possible to

solve these equations analytically for most engineering problems. However, it is possible to

obtain approximate computer-based solutions to the governing equations for a variety of

engineering problems. This is the subject matter of finite element method (FEM) and

computational fluid dynamics (CFD).

3.5 Computational Fluid Dynamics (CFD)

Computational fluid dynamics, usually abbreviated as CFD, is a branch of fluid mechanics

that uses numerical analysis and algorithms to solve and analyze the problems that involve

fluid flows. Computational fluid dynamics (CFD) is concerned with the efficient numerical

solution of the partial differential equations that describe fluid dynamics. CFD techniques are

commonly used in the many areas of engineering where fluid behavior is an important factor.

CFD is commonly used in applied mathematics with powerful computer to model fluid flow

situations for the prediction of heat, mass and momentum transfer and optimal design in

industrial processes [57]. In design and development, CFD programs are now considered to be

standard numerical tools which predict not only fluid flow behavior, but also the transfer of

heat, mass (such as in perspiration or dissolution), phase change (such as in freezing, melting

or boiling), chemical reaction (such as combustion or rusting), mechanical movement (such as

an impeller turning, pistons, fans or rudders) and stress or deformation of related solid
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structures (such as a mast bending in the wind). Furthermore, CFD has been applied to deal

with problems in environment and architecture. CFD has grown from a mathematical curiosity

to become an essential tool in almost every branch of fluid dynamics. In biomedical

applications CFD is now a day’s used to model the flow of blood in the heart and vessels. The

use of CFD reduces the need for tests on human being and animals until the last stage of the

processing.

CFD techniques have emerged with the advent of digital computers. Since then, a large

number of numerical methods have been developed to solve flow problems using this method.

The purpose of a flow simulation is to find out how the flow behaves in a given system for a

given set of inlet-outlet conditions. These conditions are generally termed as boundary

conditions.

To solve fluid dynamics problem, we should know the physical properties of fluid. Then we

can use mathematical equations to describe these physical properties. This is Navier-Stokes

equation and it is the governing equation of CFD. Analytical solution of Navier-Stokes is

really difficult to solve in paper. But if we want to solve this equation by computer, we have to

translate it to the discretized form. The translators are numerical discretization methods, such

as Finite Difference, Finite Element, Finite Volume methods. Consequently, we also need to

divide our whole problem domain into many small parts because our discretization is based on

them. These points are usually connected together in what is called numerical grid or mesh.

The system of differential equations representing the system is converted, using some

procedures, to a system of algebraic equations representing the interdependency of the flow at

those points and their neighboring points. The resulting system of algebraic equations, which

can be linear or non linear is usually large and requires a digital computer to solve. In essence,

we end up with the unknowns being the flow quantities at the grid points. Solution of the

systems results in the knowledge of these quantities at the grid points. With the development

of fast validated numerical approaches, and the continuous increase in computer speed and

availabilities in cheap memory, larger and larger problems are being solved using CFD

methods at cheaper costs and quick turnaround times. Figure 3.1 shows the process of CFD.
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Figure 3.1 Process of Computational Fluid Dynamics

3.6 Finite Element Method

Today the finite element method (FEM) is considered as one of the well established and

convenient technique for the computer solution of complex problems in different fields of

engineering: civil engineering, mechanical engineering, nuclear engineering, biomedical

engineering, hydrodynamics, heat conduction, geo-mechanics, etc. From other side, FEM can

be examined as a powerful tool for the approximate solution of differential equations

describing different physical processes.

The success of FEM is based largely on the basic finite element procedures used: the

formulation of the problem in variational form, the finite element dicretization of this

formulation and the effective solution of the resulting finite element equations. These basic

steps are the same whichever problem is considered and together with the use of the digital

computer present a quite natural approach to engineering analysis.

In mathematics, the finite element method (FEM) is a numerical technique for finding

approximate solutions to boundary value problems for partial differential equations. It uses
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subdivision of a whole problem domain into simpler parts, called finite elements, and

variational methods from the calculus of variations to solve the problem by minimizing an

associated error function. Analogous to the idea that connecting many tiny straight lines can

approximate a larger circle, FEM encompasses methods for connecting many simple element

equations over many small subdomains, named finite elements, to approximate a more

complex equation over a larger domain. FEM is best understood from its practical application,

known as finite element analysis (FEA). FEA as applied in engineering is a computational tool

for performing engineering analysis. It includes the use of mesh generation techniques for

dividing a complex problem into small elements, as well as the use of software program coded

with FEM algorithm. In applying FEA, the complex problem is usually a physical system with

the underlying physics such as the Euler-Bernoulli beam equation, the heat equation, or the

Navier-Stokes equations expressed in either PDE or integral equations, while the divided

small elements of the complex problem represent different areas in the physical system [58].

The finite element method (FEM) is the dominant discretization technique in structural

mechanics. The basic concept in the physical interpretation of the FEM is the subdivision of

the mathematical model into disjoint (non-overlapping) components of simple geometry called

finite elements or elements for short. The response of each element is expressed in terms of a

finite number of degrees of freedom characterized as the value of an unknown function, or

functions, at a set of nodal points. The response of the mathematical model is then considered

to be approximated by that of the discrete model obtained by connecting or assembling the

collection of all elements. Because FEM is a discretization method, the number of degrees of

freedom of a FEM model is necessarily finite. They are collected in a column vector called u.

This vector is generally called the DOF vector or state vector. The term nodal displacement

vector for u is reserved to mechanical applications. FEM solution process is like as:

1. Divide structure into pieces (elements with nodes) (discretization/meshing).

2. Connect (assemble) the elements at the nodes to form an approximate system of

equations for the whole structure (forming element matrices).

3. Solve the system of equations involving unknown quantities at the nodes (e.g.,

displacements).

4. Calculate desired quantities (e.g., strains and stresses) at selected elements.
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3.7 Summary

This chapter has introduced us to knowledge about the hemodynamics, the fluid dynamics of

blood flow. We have known about the blood flow physics and blood pressure. We have

acquired knowledge about the Newtonian and Non-Newtonian fluid and also compressible and

incompressible flow along with other flow types. We have also known about the

computational fluid dynamics techniques (CFD) and finite element method (FEM) through

which we can simulate blood flow dynamics in carotid artery.
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CHAPTER IV

Basics of Ultrasound Flow Imaging

4.1 Introduction

Ultrasound flow imaging is one where ultrasound signal is used for visualizing the moving

particle in human body. This chapter introduces the concept of ultrasound flow imaging. The

clinical world has greatly benefited from these safe, fast and interactive systems for studying

the human circulation. The development of these scanners continues and new methods for

vector velocity imaging are on the verge of being introduced. They will add new information

to the field allowing the detailed study of complex flow. This chapter gives an explanation on

the interaction between the ultrasound and the moving blood. The calculation of the velocity

distribution is then explained along with the different physical effects influencing the

estimation. The simulation of these flow systems using spatial impulse responses is described.

Finally the estimation of mean velocities for color flow mapping is also described.

4.2  Evolution of Ultrasound Imaging

Ultrasound has been used to image the human body for over half a century. Dr. Karl Theo

Dussik, an Austrian neurologist was the first to apply ultrasound as a medical diagnostic tool

to image the brain [59]. Today ultrasound (US) is one of the most widely used imaging

technologies in medicine. It is portable, free of radiation risk, non-invasive, painless and

relatively inexpensive when compared with other imaging modalities, such as magnetic

resonance and computed tomography. It has real time scanning capability comparing with

other imaging modalities. Velocity estimation in medical ultrasound has had a long history

since the early work of Satomura [60] on continuous wave Doppler to color flow mapping

introduced by Namekawa et al. [61] and Kasai et al. [62]. In mid 1950s, where an experiments

performed by Satomura, in Japan demonstrated that continuous wave (CW) ultrasound was

capable of detecting motion. CW ultrasound cannot locate the depth of the motion and several

pulsed wave solutions where therefore made by Baker, Peronneau and Leger, and Wellsaround

1970. From these early experimental systems the scanners have now evolved into systems for
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routine use in nearly all hospitals, and ultrasound is one of the most common means of

diagnosing hemodynamic problems today.

4.3 Generation of Ultrasound Pulses

Ultrasound transducers (or probes) contain multiple piezoelectric crystals which are

interconnected electronically and vibrate in response to an applied electric current. This

phenomenon called the piezoelectric effect was originally described by the Curie brothers in

1880 when they subjected a cut piece of quartz to mechanical stress generating an electric

charge on the surface [63]. Later, they also demonstrated the reverse piezoelectric effect, i.e.,

electricity application to the quartz resulting in quartz vibration [64]. These vibrating

mechanical sound waves create alternating areas of compression and rarefaction when

propagating through body tissues. Sound waves can be described in terms of their frequency

(measured in cycles per second or hertz), wavelength (measured in millimeter), and amplitude

(measured in decibel).

4.4 Ultrasound Wavelength and Frequency

The wavelength and frequency of US are inversely related, i.e., ultrasound of high frequency

has a short wavelength and vice versa. US waves have frequencies that exceed the upper limit

for audible human hearing, i.e., greater than 20 kHz [60]. Medical ultrasound devices use

sound waves in the range of 1–20 MHz. Proper selection of transducer frequency is an

important concept for providing optimal image resolution in diagnostic and procedural US.

High-frequency ultrasound waves (short wavelength) generate images of high axial resolution.

Increasing the number of waves of compression and rarefaction for a given distance can more

accurately discriminate between two separate structures along the axial plane of wave

propagation. However, high-frequency waves are more attenuated than lower frequency waves

for a given distance; thus, they are suitable for imaging mainly superficial structures [65].

Conversely, low-frequency waves (long wavelength) offer images of lower resolution but can

penetrate to deeper structures due to a lower degree of attenuation (Fig. 4.1). For this reason, it

is best to use high frequency transducers (up to 10–15 MHz range) to image superficial

structures (such as for satellite ganglion blocks) and low-frequency transducers (typically 2–5

MHz) for imaging the lumbar neuraxial structures that are deep in most adults (Fig. 4.2).
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Ultrasound waves are generated in pulses (intermittent trains of pressure) that commonly

consist of two or three sound cycles of the same frequency (Fig. 4.3).

Figure 4.1 Attenuation of ultrasound waves and its relationship to wave frequency.

Figure 4.2 A comparison of the resolution and penetration of different ultrasound transducer

frequencies [60].
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Figure 4.3 Schematic representation of ultrasound pulse generation [66].

Note that higher frequency waves are more highly attenuated than lower frequency waves for

a given distance. Reproduced from ref. [67] pulse repetition frequency (PRF) is the number of

pulses emitted by the transducer per unit of time. Ultrasound waves must be emitted in pulses

with sufficient time in between to allow the signal to reach the target of interest and be

reflected back to the transducer as echo before the next pulse is generated. The PRF for

medical imaging devices ranges from 1 to 10 kHz.

Figure 4.4 Degrees of attenuation of ultrasound beams as a function of the wave frequency in

different body tissues [67].
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All ultrasound equipment intrinsically compensates for an expected average degree of

attenuation by automatically increasing the gain (overall brightness or intensity of signals) in

deeper areas of the screen. Fluid-containing structures attenuate sound much less than solid

structures so that the strength of the sound pulse is greater after passing through fluid than

through an equivalent amount of solid tissue.

4.5 Measurement of Flow Signals

The data for the velocity measurement is obtained by emitting a short ultrasound pulse with 4

to 8 cycles at a frequency of 2 to 10 MHz. The ultrasound is then scattered in all directions by

the blood particles and part of the scattered signal is received by the transducer and converted

to a voltage signal. The blood velocity is found through the repeated measurement at a

particular location. The blood particles will then pass through the measurement gate and give

rise to a signal with a frequency proportional to velocity. A coordinate system for the

measurement is show in Fig. 4.5. The vector 1r


indicates the position for one scatterer, when

the first ultrasound pulse interacts with the scatterer. The vector 2r


indicates the position for

interaction with the next ultrasound pulse emitted Tprf seconds later. The movement of the

scatterer in the z-direction away from the transducer in the time interval between the two

pulses is

    prfz TVrrD  coscos12


 , (4.1)

where θ is the angle between the ultrasound beam and the particle’s velocity vector V


.

Figure 4.5 Coordinate system for finding the movement of blood particles.
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The traveled distance gives rise to a delay in the second signal compared to the first. Denoting

the first received signal as r1 (t) and the second as r2 (t) gives,

   ;21 sttrtr  (4.2)
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where c is the speed of sound. Emitting a sinusoidal pulse p(t) with a frequency of f0 gives a

received signal of

     tftgtp 02sin  for 0<t<M=f0; (4.4)

   ;01 ttptr  (4.5)

;
2

0 c
dt  (4.6)

where d is the depth of interrogation, and g(t) is the envelope of the pulse.

Repeating the measurement a number of times gives a received, sampled signal for a fixed

depth of

       ;2sin 000 sssi ittftitttgitttptr   (4.7)

Here, t is time relative to the pulse emission. Taking the measurement at the same time tx

relative to the pulse emission corresponding to a fixed depth in tissue gives

      ;2sin 000 sxsxxi itttfitttgtr  

 ;2sin 0 xsitfa   (4.8)

 ;2 00 ttf xx   (4.9)

Assuming the measurement is taken at times when the envelope g(t) of the pulse is constant.

Such a measurement will yield one sample for each pulse-echo RF line, and thus samples the

slow movement of the blood scatterers past the measurement position or range gate as shown

in Fig. 4.6. The sampled signal r (i) can be written as:

  





  xprf

z iTf
c
Vir 0

2
2sin  (4.10)
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Showing that the frequency of this signal is:

0

2 f
c
Vf z

p  (4.11)

which is proportional to the projected velocity of the blood in the direction of the ultrasound
beam.

Figure 4.6 RF sampling of simulated signal from blood vessel. (The left graph shows the

different received RF lines, and the right graph is the sampled signal.)

The velocity can be both towards and away from the transducer, and this should also be

included in the estimation of velocity. The sign can be found by using a pulse with a one-sided

spectrum corresponding to a complex signal with a Hilbert transform relation between the

imaginary and real part of the signal. The one sided spectrum is then scaled by 2Vz /c and has

a unique peak in the spectrum from which the velocity can be found. The complex signal can

be made by Hilbert transforming the received signal and using this for the imaginary part of

the signal. A Hilbert transform is difficult to make with analog electronics and two other

implementations are shown in Fig. 4.7. The top graph makes the demodulation by a complex

multiplication with exp (j2πf0t) and then low pass filtration for removing the peak in the

spectrum at 2f0. Matching the bandwidth of the low-pass filters to the bandwidth of the pulse

also gives an improvement in signal-to-noise ratio. The second solution obtains the signal by

quadrature sampling with a quarter wave delay between the two channels. Both
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implementations give complex signals that can readily be used in the estimators for

determining the velocity with a correct sign [68].

Figure 4.7 Demodulation schemes for obtaining a complex signal for determining the sign of

the velocity.

4.6 Simulation of Flow Imaging System

The derivation given in this section generally assumes that the single scatterer stays within a

region of uniform insonation. Both continuous and pulsed fields vary with position and this

needs to be taken into account using the Tupholme–Stepanishen field model.

The received voltage trace,        trrhrftVtrrp pemper ,2,1*1*,2,1


 (4.12)

where fm accounts for the scattering by the medium, hpe describes the spatial distribution of the

ultrasound field, and Vpe is the one-dimensional pulse emanating from the pulse excitation and

conversion from voltage to pressure and back again. The scatterer will move during the

interaction with the ultrasound giving rise to a Doppler shift. The most important feature is,

however, the inter pulse movement, because this is used by the pulsed scanners for detecting

velocity. The approximation is then to include the small Doppler shift into the one-

dimensional pulse Vpe, shifting its frequency content to f  = (1 + 2Vz /c)f, and assuming that

the field interacting with the scatterer stays constant. Usually the pulse duration is a few
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microseconds, so that the scatterers only move a fraction of a millimeter, even for high blood

velocities, during the interaction, and the field can safely be assumed to be constant over this

distance. The received voltage trace is then found directly from above equation with 2r


indicating the position of the scatterers. Note that a spatial convolution takes place and that the

received response is a summation of contributions from numerous scatterers. The scatterers

move to the position:

      tirVTirir prf ,1 222


 (4.13)

when the next field from the subsequent pulse emission impinges on the scatterers. Here ‘i’

denotes the pulse or line number and   tirV ,2


is the velocity of the scatterer at the position

indicated by  ir2


at time‘t’. This assumes that the scatterers do not accelerate during the

interaction. The movement between pulses is   tirVTprf ,2


, and the new position of the

scatterers,  12 ir , can then be inserted and used for calculating the next voltage trace. The

received signals for multiple pulse emissions can, thus, be found by these two equations. The

actual calculation is rather complicated in three dimensions, but is easy to handle by a

computer. The different velocities for the scatterers necessitate that separate Doppler shifts are

included in Vpe for each scatterer. This can be done in a computer simulation of each scatterer

before the contributions for all scatterers are summed, or a mean Doppler shift can be used.

The effect of this Doppler shift is minor in pulsed systems and can, at least to a first

approximation, be neglected. A fairly realistic simulation should, thus, be possible with this

approach.

4.7 Velocity Estimation Using Doppler Method

Doppler ultrasound is an important noninvasive technique for measuring blood velocity in

order to diagnose cardiovascular diseases. The pulsed Doppler technique is widely used at the

present time because it also offers range resolution. With this method, sequential short

ultrasound pulses are transmitted into the vessel or heart at the pulse repetition frequency

(PRF). Returned signals are received sequentially at a certain delay after the pulse

transmission. The blood velocity within selected ranges can be estimated from the received

signal. Sweeping the beam across the vessel gives a complete measurement of a 2-D flow

profile in the vessel which includes velocity and its variance. A color flow image is obtained



38

by coding the velocities. The velocity variance also has been used to modulate the color in

some display modes.

Most widely used velocity estimation methods are the autocorrelation technique (AM). The

AM technique was first developed for weather radar applications and applied to ultrasound

blood velocity measurement later [69]. It is based on the phase estimation for successive

pulses from the complex demodulated signal.

The correlation function plays an important role in the estimation of blood velocity

parameters. Most velocity estimators are based on the correlation function. This is because the

received blood signal is a Gaussian random signal [70] which is completely characterized by

its correlation function [71]. Therefore, the blood velocity parameters are included in the

correlation function. Here, a 2D correlation function model based on [72] is introduced.

The received 2D RF signal is denoted as p(t,k) where t is the elapsed time after pulse

transmission which corresponds to a certain depth from the transducer and k is the pulse

number. Its correlation function is defined by the statistical ensemble average of the signal

product:

      mktpktpmR  ,,,  (4.14)

Assuming that     ttrtf 0cos is the transmitted pulse, where r(t) is the envelope of the

transmitted signal, 0 is transmitted center frequency, and assuming that     ttets ccos is

the received signal from a single scatterer, where e(t) is the envelope of the received pulse and

c is the mean frequency of the received pulse. The function e(t) is determined by the

convolution of the envelope of the transmitted pulse, the impulse response of transmission and

reception transducer. The mean frequency of the received pulse may be different from the

center frequency of transmitted pulse. This is because, when there is the effect of the

frequency dependent attenuation and frequency random fluctuation, the envelope and the

center frequency of the received pulse are altered [73]. The major effect is a shift in the

spectral mean. Thus, the effect to the envelope will be neglected. The mean frequency is

shifted from 0 to c .

When the effect of the beam profile is taken into account and b(d) is the transverse beam

sensitivity function, where d is the distance from the ultrasonic beam center axis, the received

pulse is: s(t)b(d). This is based on the assumption of separability of the radial and transverse
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impulse response [72]. With the stationary and uniform velocity field assumption, the RF

correlation function is given by:

         sincos, kTvRkkRkR Bvcve  (4.15)

 eR is the correlation function of e(t) and  sinkTvRB is the correlation function of lateral

sensitivity function B(d).

c
Tv

v



cos2

 (4.16)

v is the delay between echoes from two subsequent pulses caused by the scatterer movement,

cosv and sinv are the velocity components in the radial (along the ultrasonic beam) and

the lateral (transversal to the ultrasonic beam) direction. T is the pulse repetition period. The

radial velocity toward the transducer is defined as positive velocity. Note that the

autocorrelation model in equation (4.15) includes decorrelation caused by lateral velocity

components. Decorrelation caused by velocity gradients may be included by integrating

equation (4.15) over the corresponding velocity distribution.

In the conventional autocorrelation method (AM), the complex correlation function with lag

one in the temporal direction is used to calculate the normalized mean frequency [74]. Using

the notation for the 2-D correlation function, the normalized mean frequency in the temporal

direction is estimated as [75]:

  1,0xRphase (4.17)

From the Doppler equation, the velocity estimate is calculated, assuming that the center

frequency of the received signal is constant and equal to the transmitted frequency f0




cos4 0f
PRFcv  (4.18)

Frequency dependent attenuation and frequency random fluctuation effects cause variations in

the received signal center frequency. This results in velocity bias and estimation variance. The

effect of the frequency-dependent attenuation becomes significant especially in the wideband

signals. This effect can be reduced by estimating the center frequency of the received signal fc

and using it for the estimation,




cos4 cf
PRFcv  (4.19)
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The deviation of the received signal center frequency 0fff c  is estimated from the

autocorrelation function with lag in the depth range direction:

  



2

0,xRphasef  (4.20)

This method is referred to as “AM with frequency compensation” and also is described in [75]

and [76].

4.8 Velocity Estimation Using Autocorrelation Algorithm

The most common method to detect the velocity is to measure the change in phase
 

dt
td

by

acquiring multiple vectors (i.e. Ve,Ve+1 and Ve+2 in Fig. 4.8) along a single scan line with the

transducer stationary, and then calculate the average change in phase at each range bin along

the scan line [74]. This method is called autocorrelation method.

To illustrate the basics of the autocorrelation method, an enveloped monochromatic,

continuous time signal is assumed. The Hilbert transform is employed to create a complex

signal.

     tjytxtrrec  (4.21)

The complex signal can be written as

    













  d

z
rec t

c
vfjtgtr 

2
2exp 0 (4.22)

    tjtg  exp

Here  tg is the envelope function and the phase  t is related to the axial velocity and the

velocity is proportional to the phase derivative given by

 
zv

c
f

dt
td 04

 (4.23)

and the velocity is

 
04

.
f

c
dt

tdvz 


 (4.24)
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Thus, the velocity zv is estimated through an estimate of phase derivative of the received

signal.

The phase of the complex signal is

   
 








tx
tyt arctan (4.25)

Barber et.al. [77] showed that computing the first lag of autocorrelation is sufficient to

correctly estimate the change in phase
 

dt
td

for each range bin t:

          
        






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2

0 11arctan E

e eeee

E

e eeee

tytytxtx

tytxtxty
dt

td
(4.26)

where the denominator and numerator are respectively the real and imaginary part of the first

lag of autocorrelation, and E is the ensemble size, varying from 4 to16.

Figure 4.8 Example of autocorrelation velocity estimate [74].
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In Figure 4.8, the waveforms of the three vectors appear to be moving to the left (toward the

transducer) over time. Three ensemble samples after demodulation, i.e.    tjytx  , for the 7th

range bin are used to illustrate the data needed to estimate
 

dt
td

for this range bin.

If the time between the recorded line is Tprf . The velocity is expressed as

        
        













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
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

 



 
2

0 11

2
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0

arctan
4 E

e eeee

E

e eeee

prf
z

tytytxtx

tytxtxty
Tf

cv


(4.27)

Thus the phase contributions from several lines are averaged.

4.9 Color Flow Mapping Using Cross Correlation

The estimation of velocity can also be done by finding the time-shift between two consecutive

RF signals directly [78]-[80]. The principle of cross-correlation based velocity estimation can

be understood from the Fig. 4.9.

Figure 4.9 Principle of velocity estimation using cross-correlation

The received RF signal is amplified and filtered with a matched filter to remove noise. An RF

sampling at 20 to 30 MHz for a 5 MHz transducer is then performed and the removal of
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stationary signals is done by subtracting two consecutive RF lines. Velocity is estimated by a

one-dimensional correlation between the RF echo vectors (i.e. Ve, Ve+1 and Ve+2 in Fig. 4.10)

collected from consecutively transmitted ultrasonic pulses along the same beam line. The

vectors are divided into several range bins as shown in Fig. 4.10. The cross-correlation is

calculated first:

       







 
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1

1

1

0
1.

1

1
,

E

e

N

n
ee iNnViNnV

EN
iR  (4.28)

where is the number of lags, i denotes the bin number, and N is the number of samples in a
bin.

Figure 4.10 Example of cross-correlation velocity estimate [74].

The velocity at the corresponding bin is

PRF
f

cv
s

i .
2

max
 (4.29)

where
imax is the lag at which the maximum correlation occurred for the ith range bin and fs is

the RF sampling frequency, which is fourfold or more the center frequency of the transducer

for proper sampling [68].
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The cross-correlation approach is optimized by sending out a narrow pulse, which also makes

is easier to obtain a higher resolution in the color flow mapping images. The price is, however,

that the peak intensities must be limited due to the safety limits imposed on the scanners.

Therefore cross-correlation scanners can send out less energy and are often less sensitive than

the scanners using the autocorrelation approach.

Another disadvantage of the cross-correlation approach is the large amount of calculations that

must be performed per second. For a real time system it can approach one billion calculations

per second making it necessary to use only the sign of the signals in the calculation of the

cross-correlation [81].

4.10 Summary

This chapter has introduced us to know about the basics of ultrasound flow imaging systems.

From this section, we have known about the ultrasound signal frequency and wavelength and

attenuation of ultrasound signals by different body tissues. We have known about the concept

of interaction between ultrasound beam and blood particle. We have also gathered knowledge

about auto and cross-correlation algorithm for blood velocity measurement and finally for

color flow velocity image.
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CHAPTER V

Simulation Methodology

5.1 Introduction

Atherosclerosis in carotid artery can be studied using computational fluid dynamics concept.

Investigation on the evolution of atherosclerotic diseases in the carotid artery is our major

consideration. A better understanding can be achieved through computer simulation of the

blood flow model of stenosis in carotid artery bifurcation. Simulation is the imitation of the

operation of a real-world process or system over time. Simulating something first requires a

model which represents the key characteristics or behaviors/functions of the selected physical

system or process. This chapter describes the simulation of velocity images of different

models for blood flow through cardiovascular vessels using realist CFD and effective

ultrasound techniques. Then the ultrasound based flows images will be compared with CFD

references and investigated to enhance the quality of the images.

5.2  Simulation Strategy

The simulation work in this study has two fold: one is the CFD part and another is the

ultrasound based detection using CFD data. Using a combination of computational fluid

dynamics and finite element analysis techniques allows one to study the physics involved with

atherosclerosis. Then taking the numerically computed displacement, velocity and geometry

information, and effective methods will be applied to simulate ultrasound color flow images.

In this study, we apply finite element method to solve the blood flow model. We have used

CFD to solve differential equations of fluid flows numerically which is an effective technique

for computing blood flow data. The position of the scatterers for multiple times instant is

necessary for velocity estimation. The flow estimation can be done from the shifting

information of the scatterers using ultrasound RF signals. The flowchart of the simulation

methodolgy is shown in the Fig. 5.1.
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Figure 5.1 Flow chart of simulation strategy
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5.3 Simulation of Blood Flow Using CFD

The blood in artery is assumed to be incompressible, laminar and non-Newtonian fluid

governed by Navier-Stokes equations as explained in Chapter 3. Three models with different

cases have been considered relating to normal carotid and carotid atherosclerosis cases.

Carotid stenosis is caused by a buildup of plaque inside the artery wall that reduces blood flow

to the brain which is called atherosclerosis. Carotid atherosclerosis is a major risk factor for

brain stroke and can lead to brain damage.

A fixed density considering the realistic density of blood and variable viscosity related to

carotid atherosclerosis has been chosen for the analysis. The artery wall is assumed to be rigid

and a parabolic velocity profile as an inlet boundary condition. The outlet boundary is defined

considering pressure as degree of freedom. All wall boundary layers were defined as no-slip

walls, resulting in a zero velocity along the wall surface. In this study, the biochemical and

mechanical interactions between blood and vascular tissue are neglected. In an elderly person

the walls of the arteries thicken, lose their elasticity, become stiffer and the effects of wall

compliance can be neglected. Then no slip at the interface with the rigid vessel wall can be

assumed. At the flow entrance, Dirichelet boundary conditions are considered prescribing a

parabolic distribution for the time dependent value of the velocity. The finite element solver

has solved the time-dependent incompressible Navier- Stokes equations to compute the

resultant velocities considering the blood properties and boundary conditions.

In this work, we use the popular finite element solver ANSYS software to solve blood flow

model for getting FEM blood flow data. ANSYS software offers solutions for advanced

multiphysics modeling by designing software that can import complex biological geometries,

model complex physics interactions and perform automatic design exploration analysis, all

within a single simulation environment. The integration of ANSYS Fluent into ANSYS

provides users with superior bi-directional connections to all major CAD systems, powerful

geometry modification and creation with ANSYS Design Modeler technology, and advanced

meshing technologies in ANSYS Meshing. The combination of these benefits with the

extensive range of physical modeling capabilities and the fast, accurate CFD results has made

ANSYS very popular. The CFD solver ANSYS contain three main components to provide

useful information; 1) pre-processor, 2) solver, and 3) post-processor. Pre-processing consists

of inputting a fluid flow problem into a CFD program. This includes defining the geometry of
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the region of interest, grid or mesh generation, selection of the physical and chemical

phenomena that need to be modeled, a definition of fluid properties, and specification of

appropriate boundary conditions at the inlet and outlet. Numerical solution techniques are

available such as finite difference, finite element, finite volume, and spectral methods. Each

has a distinct numerical technique, but the basis of the solver is to perform an approximation

of unknown flow variables by means of simple functions, discretization by substitution of the

approximations into the governing flow, and an algebraic solution. Visualization tools finally

show the domain geometry and grid, vector plots, line and contour plots, surface plots, particle

tracking as post processed results.

5.3.1 Carotid Artery Geometry Model

The carotid arteries are a paired set of arteries, one for each side of the body, that supply blood

to the head and neck. The location most frequently affected by carotid atherosclerosis is the

carotid bifurcation as shown in Fig. 5.2. The arterial structure consists of a common carotid

artery (CCA), internal carotid artery (ICA), and external carotid artery (ECA). The CCA

branches into the ICA and ECA at the carotid artery bifurcation. The ICA has a localized

dilation at its carotid artery bifurcation origin. This dilation is known as the carotid sinus or

bulb. The combination of bifurcation, curvature, pulsatility, and sudden change in arterial

diameter causes the flow to be highly complex with recirculation regions and secondary flows.

It is in areas of complex or disturbed flow that atherosclerosis is prominent in the vasculature.

Figure 5.2 Carotid artery bifurcation [82].
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Computational model carotid artery with common carotid artery (CCA), internal carotid artery

(ICA) and external carotid artery (ECA) is modeled through ANSYS. Here the length of the

CCA, ICA and ECA are 10 mm, 5 mm and 5 mm respectively. The diameter of the CCA, ICA

and ECA are 4 mm, 3 mm and 2 mm respectively. We artificially added stenosis in the

junction of internal carotid artery (ICA) and external carotid artery (ECA), which is known as

carotid bifurcation region. The entry level of CCA is defined as inlet boundary and the end

level of ICA and ECA are defined as outlet boundary. Fig. 5.3 shows the stenosed carotid

artery bifurcation model with common carotid artery (CCA), internal carotid artery (ICA) and

external carotid artery (ECA) along with their real scenarios.

Normal Carotid Abnormal Carotid -1 Abnormal Carotid -2

(a) (b) (c)

Figure 5.3 Carotid artery model for different cases

5.3.2  Material Properties for Flow Model

Blood shows marked non-Newtonian effects and proper constitutive equations able to capture

these effects are required. Despite the majority of work in the biomechanical literature is still

based on the Newtonian approximation, i.e. the instantaneous decrease in viscosity for

increasing shear rate, has a profound influence on the flow field [83]. The non-Newtonian

effects are important both at the local and the global level: size and strength of vortical

structures and recirculating regions.
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In this work, blood in carotid artery is assumed to be incompressible, laminar and non-

Newtonian fluid. Blood flow is governed by the continuity equation (conservation of mass) for

an incompressible medium and the Navier-stokes equations (conservation of momentum)

which are needed to solve using CFD. A fixed density of 1060 kg/m3 and variable viscosity of

3.5 mPa-s, 7 mPa-s and 10 mPa-s has been considered for the analysis. The incompressibility

condition is employed being blood very well approximated as a perfectly incompressible

material. The Reynolds numbers for three different blood viscosities with fixed blood density

are shown in Table 5.1.

Table 5.1 Measurement of Reynolds numbers for three different blood viscosities

Cases Blood viscosity

(mPa-s)

Reynolds number

at CCA inlet

Normal 3.5 605

Abnormal-1 3.5 605

Abnormal-2 3.5 605

7.0 302

10 212

5.3.3 Discretization of the Geometrical Model

Discretization process is the key part of this simulation. Discretization of the spatial volumes

enclosed by the resultant surface models, forming their respective fluid domains, is carried out

via commercial mesh generation software ANSYS using quadratic elements. Meshing criteria

specified a maximum spacing of 0.040 mm in the well-defined laminar flow regions of the

CCA inlet extension and ECA outlet extension, and a maximum spacing of 0.020 mm in the

critical region encompassing the bifurcation, carotid bulb and downstream region of complex

flow in the ICA branch. The resultant grid for this carotid artery geometry contained almost

17500 elements. Fig. 5.4 shows the mesh diagram of carotid artery model for normal and

atherosclerosis cases.
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Boundary conditions are applied to the inlet surface, the outlet surfaces and the luminal wall

surface. The artery wall is assumed to be rigid and a parabolic velocity profile with a

maximum velocity of 0.5 m/s is chosen as an inlet boundary condition. The outlet boundary is

defined as a pressure outlet with initial pressure of 0.0 Pa. All wall boundary layers were

defined as no-slip walls, resulting in a velocity of 0.0 m/s along the wall surface. The flow

velocities are then computed at different central locations in the common carotid and also at

internal and external carotid arteries.

Figure 5.4 Mesh diagram of the normal and stenosed carotid artery model

5.4 Ultrasound Signal Simulation for Flow Imaging

The scattering centers (red blood cells) are taken from the FEM data to make the synthetic

phantom for ultrasound imaging. The position of the scatterers for multiple times instant is

necessary for velocity estimation. The flow estimation can be done from the shifting

information of the scatterers using ultrasound RF signals. For ultrasound RF signals

generation, we use the widely accepted ultrasound image simulation software Field II [84]-

[86]. Field II allows modeling arbitrary probes and implementing realistic scanning sequences

to generate RF signals for simulating ultrasound images using the model data. This version of

the program runs under MATLAB and can simulate all kinds of ultrasound transducers and the

associated images. The program consists of a C program and a number of Matlab m-functions

that calls this program. All calculations are performed by the C program, and all data is kept

by the C program. The focusing and apodization of the transducers can be controlled

dynamically, and it is, thus, possible to simulate all kinds of ultrasound imaging systems.
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5.4.1 The Spatial Impulse Response Concept in Field II

The Field program system uses the concept of spatial impulse responses as developed by

Tupholme and Stepanishen in a series of papers [87]-[89]. The approach relies on linear

systems theory to find the ultrasound field for both the pulsed and continuous wave case. This

is done through the spatial impulse response. This response gives the emitted ultrasound field

at a specific point in space as function of time, when the transducer is excavated by a Dirac

delta function. The field for any kind of excitation can then be found by just convolving the

spatial impulse response with the excitation function. The impulse response will vary as a

function of position relative to the transducer, hence the name spatial impulse response.

The received response from a small oscillating sphere can be found by acoustic reciprocity.

The spatial impulse response equals the received response for a spherical wave emitted by a

point. The total received response in pulse echo can, thus, be found by convolving the

transducer excitation function with the spatial impulse response of the emitting aperture, with

the spatial impulse response of the receiving aperture, and then taking into account the

electromechanical transfer function of the transducer to yield the received voltage trace [84],

[90].

5.4.2  Transducer

A transducer is a device that converts a signal in one form of energy to another form of

energy. Energy types include (but are not limited to) electrical, mechanical, electromagnetic

(including light), chemical, acoustic or thermal energy. While the term ‘transducer’ commonly

implies the use of a sensor/detector, any device which converts energy can be considered a

transducer. Ultrasound transducer (probe) produces sound waves that bounces off body tissues

and make echoes. The transducer also receives the echoes and sends them to a computer that

uses them to create a picture called a sonogram. Transducers (probes) come in different shapes

and sizes for use in making pictures of different parts of the body. The transducer may be

passed over the surface of the body or inserted into an opening such as the rectum or vagina.

US transducer converts electrical energy into acoustic energy (sound) during transmission and

coverts acoustic energy to electrical energy during reception. Conversion is accomplished

through the piezoelectric effect. ‘Piezo’ is Greek for ‘to press’ & ‘elektron’ is Greek for
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‘amber’, refers to the property of certain crystals to emit electrical energy when pressure is

applied.

Figure 5.5 Piezoelectric & reverse piezoelectric effect [91].

In US, the crystal expands and contracts with a returning sound wave causing an electrical

voltage to be emitted and returning sound wave are converted into electrical signals.

In US, voltage applied to opposite sides of the crystal cause it to expand; polarity is reversed

(AC current) causing the crystal to contract. Constant change from expansion to contraction

and contraction to expansion result in mechanical waves is (sound) being produced. Thus, the

electrical signal is converted into a sound wave.

A number of different authors have calculated the spatial impulse response for different

transducer geometries. But in general it is difficult to calculate a solution, and especially if

apodization of the transducer is taken into account. Here the transducer surface does not

vibrate as a piston, e.g. the edges might vibrate less than the center. The simulation program

circumvents this problem by dividing the transducer surface into squares and the sum the

response of these squares to yield the response. Thereby any transducer geometry and any

apodization can be simulated [91]. A 16-element rectangular transducer is shown in the figure

below.
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Figure 5.6 Rectangles for a 16 elements linear array transducer.

5.4.3 Sound Beam Formation

We do not want the sound beam coming from the transducer to be non-directional (diffraction)

like a light bulb. Diffraction causes the sound beam to spread out as the waves move further

from the transducer. We want the sound beam to be directional like a flashlight. So, the design

of the transducer permits the sound beam to follow Huygens’s Principle. Huygens’s Principle

states that “all points on a wave are considered a point source for the production of spherical

secondary wavelets”. These wavelets combine to produce a new wave front that determines

the direction of the sound beam. The resulting effect of the destructive and constructive

interference of the sound wavelets is a sound beam that is hourglass-shaped with most of the

energy transmitted along the main central beam. Huygens’s Principle explains why the sound

beam shape does not immediately demonstrate diffraction. Sound beam produced by the

transducer is hourglass-shaped. At its starting point, the sound beam is equal to transducer’s

diameter. As the sound travels so the width of the beam is changed. It becomes narrower until

it reaches its smallest diameter; then it begins to diverge.
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5.4.4 Focusing

Focusing is an important issue in ultrasound imaging. For each focal zone there is an

associated focal point and the time from which this focus is used. The focusing can also be set

to be dynamic, so that the focus is changed as a function of time and thereby depth. All the

time values for focusing are calculated relative to a point on the aperture. Initially this is set to

(0, 0, 0). This is used in linear array imaging, where the origin of the emitted and received

beam is moved over the aperture. The focusing values are calculated by:

            





  2222221

fifififcfcfci zzyyxxzzyyxx
c

t (5.1)

where (xf ; yf; zf) is the position of the focal point, (xc; yc; zc) is the reference center point on

the aperture for the focus as set by xdc_center_focus, (xi; yi; zi) is the center for the physical

element number i, c is the speed of sound, and ti is the calculated delay time. The value is then

quantized, if that is set for the aperture.

The time line method is employed for the apodization, where the time decides which

apodization vector is used. The vector holds one apodization value for each physical element.

Frequency dependent attenuation can be included in the simulation by using the procedure

set_field. The attenuation is included through a frequency dependent term and a frequency

independent term. The frequency dependent term is linearized through a center frequency

att_f0, so that the attenuation is zero dB at att_f0. Figure 5.7 illustrates the focussing concpt.

Figure 5.7 Ultrasound focusing concept [88].
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There are different types of array of transducer; among them here we will discuss about three

array transducers which are shown in Fig. 5.8. The linear array transducer is shown in Fig. 5.8

(a). It selects the region of investigation by firing a set of elements situated over the region.

The beam is moved over the imaging region by firing sets of contiguous elements.

(a) (b)                                      (c)

Figure 5.8 Different array of transducer (a) Linear array, (b) Convex array, and (c) Phased

array.

The linear arrays acquire a rectangular image, and the arrays can be quite large to cover a

sufficient region of interest (ROI). A larger area can be scanned with a smaller array, if the

elements are placed on a convex surface as shown in Fig. 5.8 (b). A sector scan is then

obtained. The method of focusing and beam sweeping during transmit and receive is the same

as for the linear array, and a substantial number of elements (often 128 or 256) is employed.

The convex and linear arrays are often too large to image the heart when probing between the

ribs. A small array size can be used and a large field of view attained by using a phased array

as shown in Fig. 5.8 (c). All array elements are used here both during transmit and receive.

We have used linear array to generate the ultrasound RF signals.

5.4.5 Ultrasound Beam Simulation
We have used Field II for ultrasound beam simulation. Figure 5.9 shows the linear ultrasound

transmission beam pressure at focal region with the profile at center line that has been

simulated for the following settings:

Center freq. = 7.5 MHz

Speed of sound =1540 m/s

Height of element =5 mm
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Width of element= 0.2 mm

Dist. bet. elements = 0.02 mm

Transmit Focus = 60 mm

Figure 5.9 Ultrasound beam pattern crosssection.

Figure 5.10 shows the recieved response for the individual elements and the summed signal

for one line. We considered 256 lines to cover the entire region of interest.

Figure 5.10 Recieved response for the individual elements and the summed signal for one line.

Figure 5.11 shows the simulated ultrasound RF signals and B-mode image for three effective

points sacatterers with different echogeneities.
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Figure 5.11 Simulated ultrasound RF signals and B-mode image for three effective points

sacatterers with different echogeneities.

5.4.6 Ultrasound Color Flow Image (CFI) Simulation

The color flow images reflect the projected velocity components in the direction of ultrasound

beam propagation. A rate of change of phase can be interpreted as a time or frequency shift

and the velocity of the target can be calculated from this information. In Field II, tissue is

modeled as a collection of point scatterers. Blood can in this setting be modeled as randomly

distributed point scatterers with a density that, according to the central limiting theorem,

results in Gaussian-distributed RF-signal amplitudes. The total number of scatterers then

needed is related to the resolution of the imaging system determined by the pulse length and

the lateral and elevation beam width, which avoids the extreme computational effort needed

for representing each red blood cell by separate point scatterers. Field II simulation times are

mainly related to the number of point scatterers, the axial sampling frequency, and the number

and shape of mathematical subelements used for modeling the transducer. The number of

scatterers significantly contributing to the RF-signal is determined by the beam intensity and

0 500 1000 1500 2000 2500
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6
Received Echo Signal

0 500 1000 1500 2000 2500
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
Envelope Detected Signal

Simulated Image at F = 90  mm and 7 MHz

100 200 300 400 500 600 700 800 900 1000

200

400

600

800

1000

1200

1400

1600

1800

2000

2200



60

can thus be reduced by including only scatterers in the vicinity of the main lobe without

significantly affecting results [72]. The Nyquist criterion determines in theory the axial

sampling frequency. However, a higher sampling frequency is typically necessary to represent

the simulated spatial impulse responses [92].

We set a linear probe with 5MHz center frequency and 100MHz sampling rate was modeled.

256 RF lines were simulated using 128 transducer elements of which 64 active elements firing

with focal length to cover the phantom. Hanning apodization is used to transmit and receive

aperture. We have considered 10 time steps to generate RF signals for each frame using CFD

data of 10 time steps.

Dynamic objects are achieved by moving the point scatterers during simulation. Each

ultrasound beam is simulated individually, and it is therefore possible to update the position of

moving scatterers between beam acquisitions using the autocorrelation based phase

estimation. The envelope (Inphase and Quadrature) of the received signal has been obtained

using Hilbert transform. Then the IQ signals are auto-correlated to estimate the phase shift as

described below.

The Hilbert transform introduce a 90-degree phase shift to all sinusoidal components. In the

discrete-time periodic-frequency domain, the transfer function of Hilbert transform is

specified as follows,

 








0,

0,





j

j
jH

(5.2)

The convolution kernel for H (jω) can be calculated through inverse Fourier transform:
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Finally the velocities are computed from the phase shift information.

The velocity zv is estimated through an estimate of phase derivative of the received signal. The

phase of the complex signal is

   
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As described in chapter 4, the computation of first lag of autocorrelation is sufficient to

correctly estimate the change in phase
 

dt
td

for each range bin t:
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where the denominator and numerator are respectively the real and imaginary part of the first

lag of autocorrelation, and E is the ensemble size, varying from 4 to16.

In the Figure 4.8 of previous chapter-4, the waveforms of the three vectors appear to be

moving to the left (toward the transducer) over time. Three ensemble samples after

demodulation, i.e.    tjytx  , for the 7th range bin are used to illustrate the data needed to

estimate
 

dt
td

for this range bin.

If the time between the recorded line is Tprf . The velocity is expressed as
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The Tprf has been chosen as 1ms and 10 pulses are considered. Finally, the ten velocity image

frames are averaged to obtain the CFM image.

We have used a low pass Gaussian filter to smoothen the velocity image reducing the noise

with a 5×5 kernel and standard deviation of unity. The Gaussian kernel has been computed as:
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yx

eyxG
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 (5.7)

Where x, y are the pixels position of the kernel. This kernel is moved through the original

velocity image and convolved to have the smooth image.

The total time required for a velocity image (256 lines  and 10 frames averaged) simulation is

14015 seconds (~4 hours) for 17570 scatterers using MATLAB 7.8.0 in a computer with Intel

Core-i3 3.3GHz processor, 4 GB RAM and Windows-7 64 bit operating system.



62

5.5 Summary

This chapter has discussed about computational fluid dynamics (CFD) simulation software

ANSYS and ultrasound simulation software Field II with basics of transducer. In this work,

blood flow is described by the incompressible Navier-Stokes equations and the simulation is

carried out under steady conditions. The overall simulation methodology is described about

the computational finite element model to simulate blood flow in carotid artery and their

solution as well as the reconstruction of ultrasound color flow image (CFI) from FEM data.
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CHAPTER VI

Result Analysis and Discussions

6.1 Introduction

To achieve a more discernible representation of flow behavior the CFD and ultrasound based

simulated images are examined in this chapter. The obtained CFD based flow images of

different models under different conditions are presented first. These reference images are

then used to compare with the simulated ultrasound based flow images to investigate its

effectiveness for cardiovascular diseases diagnosis. Finally visual inspection and quantitative

assessment has been done and discussed accordingly.

6.2 Analysis of CFD Simulated Images

The FEM model for normal and abnormal atherosclerosis cases for this study as described in

the previous chapter has been solved using ANSYS Fluent. Steady state laminar flow is

simulated in normal and atherosclerotic carotid artery to validate the coupling of the

ultrasound and CFD setup. We have applied parabolic inlet boundary to mimic realistic blood

flow as shown in Fig. 6.1.

Figure 6.1 Parabolic velocity profile for inlet boundary condition

Figure 6.2 shows the normal and stenosed carotid artery bifurcation models with common

carotid artery (CCA), internal carotid artery (ICA) and external carotid artery (ECA) and its x-

directional computational velocity image with constant density of 1060 kg/m3 and viscosity of
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3.5 mPa-s. It has been observed that the parabolic velocity profile is visible in inlet boundary.

The velocities in the normal carotid model are almost uniformly distributed. But the abnormal

carotid models show the hemo-disturbance and blood velocity increased significantly in the

plaque regions. Swirls have also been noticeable in the bifurcation. Most importantly, higher

flow with velocity has been fairly observed in the narrower regions created by stenosis what

usually happen in real cases.

Normal Carotid Abnormal Carotid -1 Abnormal Carotid -2

a)

b)

Figure 6.2 (a) Stenosed carotid artery model with bifurcation and (b) computed velocity

image.

As blood viscosity is with atherosclerosis growth, viscosity related information can enhance

the image quality of carotid atherosclerosis ultrasound image. Therefore, CFD images with

varying viscosities has been computed to investigate the effect of viscosity as well as the
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capability of ultrasound imaging to track this viscosity change. For this purpose, we use a

fixed density of 1060 kg/m3 and variable viscosity of 3.5 mPa-s, 7 mPa-s and 10 mPa-s for the

carotid atherosclerosis analysis to properly understand the growth of carotid atherosclerosis

model-2. CFD simulation images for the 3 different blood viscosities are shown in Fig. 6.3.

Though inlet velocity was 0.5 m/s, the maximum velocity reaches on about 2.5 m/s due to

atherosclerosis stenosis. From the Fig. 6.3, it is observed that as the viscosity increases the

magnitude of distributed velocities are reduced.

(a) (b) (c)

Figure 6.3 CFD simulation images for viscosities of (a) 3.5mPa-s, (b) 7mPa-s and

(c) 10mPa-s.

6.3 Analysis of Ultrasound Based Simulated Images

The contour plots of the estimated CFD velocities are a good reference to validate the

performance of the ultrasound based flow imaging to fulfill the objectives of this simulation

study. For ultrasound wave propagation simulation and radio frequency (RF) signal

generation, we have used MATLAB based Field II program due to its accurate modeling of

transducer properties, beam forming, wave propagation and interactions. We set a linear probe

with 5MHz center frequency and 100MHz sampling rate was modeled. 256 RF lines were

simulated using 128 transducer elements of which 64 active elements firing with focal length

to cover the phantom. Hanning apodization is used to transmit and receive aperture. We have

considered 10 time steps to generate RF signals for each frame using CFD data of 10 time

steps. The velocity images are calculated using the autocorrelation based phase shift

estimation algorithm as described in previous methodology chapter. These images can be

compared with corresponding CFD simulation images. Ultrasound based color flow images
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along with the CFD reference images are shown for the different models in Fig. 6.4. In the

ultrasound color flow images (CFI), a parabolic velocity field can be observed which is in

good agreement with that obtained from the CFD simulations with a slight underestimation of

the velocities. For better analysis, the vector plot of CFD images are shown in Fig. 6.5. It has

been observed that the flow direction deviated even in the opposite directions which indicate

the negative velocity index in the contour plots of Fig. 6.4 in both CFD and ultrasound

simulated images.

Model CFD Simulated Flow Image Ultrasound Simulated Flow Image

Normal Carotid
Density: 1060 kg/m3

Viscosity: 3.5 mPa-s

Abnormal Carotid-1
Density: 1060 kg/m3

Viscosity: 3.5 mPa-s

Abnormal Carotid-2
Density: 1060 kg/m3

Viscosity: 3.5 mPa-s

Figure 6.4 Comparison of CFD computed and ultrasound simulated color flow velocity image

for different blood flow models.
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(a) (b)

Figure 6.5 (a) Contour plot and (b) vector plot of velocity distribution for abnormal model-1.

6.4 Investigation on Viscosity Change Tracking Capability of Ultrasound Scanning

To investigate the capability of ultrasound imaging to track viscosity changes ultrasound

simulated color flow images with varying viscosities has been compared with the refence CFD

images as shown in Fig. 6.6. In the top CFD simulation image frame, where blood viscosity is

3.5 mPa-s (normal), the blood velocity is normal in the common carotid artery (CCA) and

high velocity gradients are observed at the outer wall of the internal carotid artery (ICA) and

external carotid artery (ECA) near the apex-induced separation due to atherosclerotic stenosis

in the carotid bifurcated region that narrow the artery. The estimated velocity fields in the

ultrasound color flow images show good agreement with the CFD results with a slight

fluctuation.

Abnormal Carotid

Model - 2
CFD Simulated Flow Image Ultrasound Simulated Flow Image

Viscosity: 3.5 mPa-s
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Viscosity: 7 mPa-s

Viscosity: 10 mPa-s

Figure 6.6 Comparison of CFD and ultrasound images considering viscosity changes.

In the middle simulation image frame, where blood viscosity is 7 mPa-s, the resistance of

blood increases for increasing viscosity. As a result, blood velocity decreases in the CCA and

arise complex flow pattern in the bifurcation region that is the cause of further growing of

carotid atherosclerosis. The blood velocity also decreases in the ICA and ECA near the apex-

induced separation. Insufficient blood might supply into the brain that is the indication of

stroke. The estimated ultrasound color flow image shows slight fluctuation in compared to the

CFD simulation image.

In the bottom CFD simulation image frame, where blood viscosity is 10 mPa-s, the resistance

of blood highly increases for further increasing of viscosity. As a result, blood velocity more

decreases in the CCA and a large zone of turbulence flow is present in the bifurcation which

tends to grow carotid atherosclerosis and narrow the artery. The blood velocity more decreases

in the ICA and ECA near the apex-induced separation and extremely less blood supplied that

increases the risk of stroke. The estimated flow map in the ultrasound flow images show good

agreement with the CFD results.
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6.5 Discussions

It has been observed that higher flow with velocity is accomplished in the narrower regions

created by stenosis in both CFD and ultrasound simulated images what are usually happened

in real cases. However, there are some noises in the ultrasound simulated flow images even

after low pass Gaussian filtering. These noises are come from ultrasound speckle and finite

meshing and finite number of particles consideration. The magnitude of velocity vector sum

considering all components in the atherosclerotic regions has been found 2-5 times faster than

the inlet x-directional velocity.

Furthermore, as viscosity changes are associated with the growth of carotid atherosclerosis,

tracking these changes and incorporation of this additional information can be useful to

enhance the quality of ultrasound flow imaging. The hemodynamical disturbances in

atherosclerotic carotid bifurcations for different level of blood viscosities are shown complex

flow pattern during high degree of blood viscosity and significantly different from each other

mainly due to different degrees of viscosities. From both CFD and ultrasound images, it is

observed that the velocity images are different for different viscosity. As the viscosity increase

with atherosclerosis growth, effective estimation of these velocity differences using ultrasound

technique might provide additional information to enhance the quality of color flow image.

Table 6.1 Variation of blood velocity due to different stenosis

Models ICA mean

velocity

(cm/sec)

ICA/CCA

velocity ratio

Degree of

Stenosis

Normal Carotid 116 (< 125) 1.2< 2.0 Normal

Abnormal Carotid-1 333(> 230) 4.7(> 4.0) Severe

Abnormal Carotid-2
Viscosity: 3.5 mPa-s

229 (125~230) 2.5(2.0~4.0) Moderate

Abnormal Carotid-2
Viscosity: 7 mPa-s

210(125~230) 3(2.0~4.0) Moderate

Abnormal Carotid-2
Viscosity: 10 mPa-s

190 (125~230) 3.2(2.0~4.0) Moderate
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The atherosclerosis stages of the models can be determined using the CFD data. Table 6.1

shows the mean velocity in the plaque regions of abnormal carotid models with their

atherosclerosis stages. Depending on the mean velocity at ICA region of interests and the

ICA/CCA velocity, the abnormal carotid model-1 shows the stenosis in severe level. The

abnormal carotid model-2 for different viscosities are in moderate stages, but as the viscosity

increases the ICA/CCA velocity ratios are increasing towards severe stage.

These findings of this study can enhance the potentiality of ultrasound based flow imaging in

real time with its inherent fast scanning capability.
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CHAPTER VII

Conclusions

7.1 Outcomes

In this thesis work, the flow characteristics in different carotid atherosclerosis models have

been analyzed using CFD and consequently simulated ultrasound color flow image have been

tested and investigated. At first, the flow characteristic in the normal carotid artery has been

observed. Then, the flow characteristics in abnormal carotid atherosclerosis bifurcations

models have been investigated considering different realistic cases. The ultrasound simulated

flow characteristics have been compared with CFD flow behavior and found a good agreement

between them. It was perceived that the blood flow velocity increase noticeably in carotid

atherosclerotic growths of abnormal carotid artery whereas blood velocity is almost uniform in

the normal carotid artery. Furthermore, the models have been examined with varying viscosity

as elevated viscosity is associated with atherosclerosis growth. It can be mentioned that

viscosity effect investigation was a major emphasis of this study. The hemodynamical

disturbances in atherosclerotic carotid bifurcations for different level of blood viscosities are

shown more complex flow pattern during higher degree of blood viscosity and different from

each other. In this study, it has been tested that ultrasound autocorrelation based flow imaging

can track this viscosity induced differences. Therefore, an important finding of this study is

viscosity induced contrast is not negligible and more importantly, it is detectable from

multiple steps ultrasound flow images. As the conventional ultrasound flow imaging does not

consider viscosity changes effect, the result analysis of this study suggests that incorporation

of the viscosity changes contrast might enhance the quality of ultrasound flow image for

carotid atherosclerosis diagnosis. We think the outcomes of this thesis work might be helpful

to diagnosis the present conditions and predict the future progressions of carotid

atherosclerosis disease to minimize the risk of brain stroke.
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7.2 Contributions in this Research

A framework is presented that couples CFD and ultrasound simulations and allows generation

of ultrasound signals resulting from realistic flow patterns in complex vessel geometries. The

carotid atherosclerosis blood flow models for different realistic cases have been developed and

studied using nonlinear Navier-Stocks equation based hemodynamic analysis concept. We

have applied computational fluid dynamics and finite element analysis to solve the models.

We have been done an effective CFD model to obtain a better understanding of diagnostic and

functional aspects of the blood flow. The computed blood flow data are then used as synthetic

phantom to generate ultrasound RF signals and flow images. The blood has been modeled as a

collection of point scatterers moving with velocities given by the CFD velocity field, and the

Field II simulation package is used to generate the backscattered ultrasound signals.

Development of realistic models for CFD and synthetic phantom with scatterers positions,

design of effective transducer array, selection of optimum simulation settings, apodization,

generation of quality RF signals have been done with care. Autocorrelation based phase shift

has been estimated efficiently from the Hilbert transformed backscattered ultrasound signals.

A filter has been designed for developing ultrasound velocity images from the phase shift

information. We have compared CFD simulation images with the ultrasound color flow

images for proper validation. Finally, viscosity change effect has been investigated in order to

detect and analyze the usefulness of viscosity related contrast in the diagnosis of carotid

atherosclerosis and its growth.

7.3 Limitations and Future Perspectives

Although some significant findings have been obtained in this thesis work, there are some

limitations also. In this work, the artery wall is considered as rigid. But, the human carotid

artery is elastic. Consideration of complex fluid solid interaction can prove more realistic

analysis.  Furthermore, in practice the blood flow in human body has systole and diastole

phase, but diastole event is neglected in this work. We have also noticed that some

fluctuations in ultrasound color flow image even after filtering. 2D flow images have been

simulated in this study. Though 2D flow images satisfy the objectives of this study, 3D flow

imaging can provide better visualization and investigation scopes.
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The above-mentioned limitations are planned to overcome in our future studies. We will try to

construct 3D flow images using more practical 3D geometry and flow characteristics

considering fluid solid interaction. Development of relevant effective signal processing

methods for noise free color flow images will be our concern also. Such attempts can provide

more information in favor of this study.
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